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In the exploratory data science lifecycle, data scientists often spent the majority of their time finding, integrat-
ing, validating and cleaning relevant datasets. Despite recent work on data validation, and numerous error
detection and correction algorithms, in practice, data cleaning for ML remains largely a manual, unpleasant,
and labor-intensive trial and error process, especially in large-scale, distributed computation. The target
ML application—such as classification or regression models—can be used as a signal of valuable feedback
though, for selecting effective data cleaning strategies. In this paper, we introduce Saga, a framework for
automatically generating the top-K most effective data cleaning pipelines. Saga adopts ideas from Auto-ML,
feature selection, and hyper-parameter tuning. Our framework is extensible for user-provided constraints,
new data cleaning primitives, and ML applications; automatically generates hybrid runtime plans of local
and distributed operations; and performs pruning by interesting properties (e.g., monotonicity). Instead of
full automation—which is rather unrealistic—Saga simplifies the mechanical aspects of data cleaning. Our
experiments show that Saga yields robust accuracy improvements over state-of-the-art, and good scalability
regarding increasing data sizes and number of evaluated pipelines.

CCS Concepts: • Information systems→ Data cleaning; Data cleaning; • Computing methodologies

→ Distributed computing methodologies.

Additional Key Words and Phrases: Data Cleaning for ML; Linear-algebra-based Primitives; Data Cleaning
Pipelines; Evolutionary Algorithms; Hyper-parameter Tuning; Data- and Task-parallel Execution

ACM Reference Format:

Shafaq Siddiqi, Roman Kern, and Matthias Boehm. 2023. Saga: A Scalable Framework for Optimizing Data
Cleaning Pipelines for Machine Learning Applications. Proc. ACM Manag. Data 1, 3 (SIGMOD), Article 218
(September 2023), 26 pages. https://doi.org/10.1145/3617338

1 INTRODUCTION

Data integration, validation, and cleaning are old, well-studied, but complex problems [83, 99].
Sources of data quality issues are manifold, including heterogeneous data sources (e.g., syntactic
or semantic heterogeneity, misalignments, outliers, missing values, and duplicates) [1, 41, 78, 79],
human error1 (e.g., typos, attribute swaps, incorrect labels) [45], or measurement and processing
errors (e.g., erroneous sensors or extraction programs). These issues are traditionally addressed
∗This work was partially done at Graz University of Technology, Austria.
1Such errors then unfortunately even propagate into highly-curated data collections such as DBLP. Interesting examples
include attribute swaps in affiliations (examples meanwhile fixed), and typos in dissertation titles (e.g., link [106]).

Authors’ addresses: Shafaq Siddiqi, shafaq.siddiqi@tugraz.at, Graz University of Technology, Austria; Roman Kern, rkern@
tugraz.at, Graz University of Technology, Austria; Matthias Boehm, matthias.boehm@tu-berlin.de, Technische Universität
Berlin, Germany.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee
provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the
full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored.
Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee. Request permissions from permissions@acm.org.
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
2836-6573/2023/9-ART218
https://doi.org/10.1145/3617338

Proc. ACM Manag. Data, Vol. 1, No. 3 (SIGMOD), Article 218. Publication date: September 2023.

HTTPS://ORCID.ORG/0000-0003-0031-9911
HTTPS://ORCID.ORG/0000-0003-0202-6100
HTTPS://ORCID.ORG/0000-0003-1344-3663
https://doi.org/10.1145/3617338
https://dblp.org/rec/phd/basesearch/Zaharia13.html?view=bibtex
https://orcid.org/0000-0003-0031-9911
https://orcid.org/0000-0003-0202-6100
https://orcid.org/0000-0003-1344-3663
https://doi.org/10.1145/3617338


218:2 Shafaq Siddiqi, Roman Kern & Matthias Boehm

via tool-supported, but manually crafted ETL (extract, transform, load) processes [14, 96], schema
matching [6], entity resolution or deduplication [18], or UI-centric data wrangling [50, 74, 82].
Orthogonal tools for data profiling [33], data validation [89, 91], and error detection and correction
[25, 44, 57, 59, 63, 64, 83, 108] share the characteristics of discovering and applying constraints such
as functional and inclusion dependencies; domain constraints, uniqueness, expected value ranges
and distinct items; as well as validity patterns and denial constraints.
Data Cleaning for ML: Data cleaning for data science or machine learning (ML) has unique

characteristics. The typical data science lifecycle is exploratory: data scientists deal with under-
specified objectives, pose hypotheses, and prepare the data for predictive modeling [11]. Since the
data quality strongly influences the models, most manual labor is spent on finding, integrating, and
cleaning relevant datasets [98, 99]. Various data cleaning tools have been developed for reducing
the manual effort [44, 59, 64, 83], gradually shifting the focus from hand-written scripts to config-
urations, rules, constraints, and techniques like active learning [25, 29, 50, 58, 63, 77]. Although
these tools show valuable improvements, several severe usability and scalability issues remain.
Existing work mostly considers data cleaning as a standalone task, independent of downstream ML
applications [59, 63, 64, 83]. Previous studies have shown, however, that such oblivious data cleaning
may not improve—or even degrade—model performance [58, 61, 68]. Instead, we can leverage the
downstream ML applications as a signal, in terms of quantitative feedback, for selecting effective
data cleaning strategies. Similar to the broader ISO 9001 quality management [3]—where products
and services are monitored for their “fit-for-purpose” (fulfillment of defined requirements), the
quality of ML models (e.g., accuracy) can evaluate the impact of data cleaning strategies.

Usability Challenges: In practice, data cleaning for ML faces several usability challenges. First,
many tools strongly depend on user-provided inputs such as constraints, regular expressions, and
dictionaries. While the experiments often look promising, such user inputs (provided upfront or via
active learning) require significant domain expertise and time investments. Second, data cleaning
algorithms and tools become increasingly specialized for particular types of problems or errors.
This specialization is problematic because it ignores inter-dependencies among cleaning techniques,
and it requires orchestrating, configuring, and tuning multiple tools. Examples are query processing
with imputation [19] or deduplication [2], algorithms for missing value imputation [9, 102], entity
resolution pipelines [39, 55, 81], or factor graphs for groups of constraints [83]. Together, there is
still an unnecessarily large burden on the user.
Scalability Challenges: There are also unaddressed scalability challenges. First, except for

special solutions for distributed data deduplication [13, 24], distributed data validation [89], and
distributed rule-based cleaning [54], existing data cleaning tools are unable to enumerate and
execute cleaning pipelines in a distributed manner. Relevant subproblems include task-parallelism
for concurrent pipeline evaluation and data-parallel cleaning of large datasets that exceed single-
node memory. Second, an increasing number of cleaning primitives and their parameters further
increases the search space and thus, the need for parallelization.
Saga Design Principles: Learning from decades of work on data cleaning and related areas

such as entity resolution and schema mapping2, we aim—instead of full automation which is rather
unrealistic—to simplify the mechanical aspects of data cleaning for ML. Our key design principles
are automatic pipeline enumeration (provide effective means for enumerating and tuning pipelines
and their parameters), extensibility (allow new types of cleaning primitives, ML applications, and

2Bernstein &Melnik: “Given the existence of all these tools, why is it still so labor-intensive to develop engineered mappings?
To some extent, it is an unavoidable consequence of ambiguity [...] the specification of meaning is weak and the mapping
must be precisely engineered, it seems hopeless to fully automate the process anytime soon.” [7]
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manual pipeline refinements), as well as automatic plan generation (generate efficient local or
distributed runtime plans according to workload characteristics).

Contributions: Our primary contribution is Saga, a scalable framework—fully integrated into
open-source Apache SystemDS3—for finding the top-K, parameterized data cleaning pipelines
for a given dataset, ML application, and optional user-provided constraints. In this context, our
conceptual and technical contributions are:
• Framework: As framework foundations, Section 2 introduces Saga’s library of data cleaning
primitives (which are implemented in linear algebra, allowing automatic parallelization), the
overall problem formulation, and a clean API contract for top-K pipeline enumeration.
• Pipeline Enumeration and Tuning Algorithms: At the core, we introduce simple yet effective
algorithms for logical pipeline enumeration (pipeline structure) in Section 3, and physical
pipeline tuning (pipeline parameters) in Section 4. Further optimizations include pruning by
traits of primitives (e.g., by monotonicity), and flattening nested parallelism.
• Runtime Plan Generation: From the perspective of scalable execution, we briefly describe
alternative parallel plans, as well as compilation and runtime techniques for generating
efficient local or distributed plans in Section 5.
• Experiments: Finally, we share the results of a broad experimental evaluation in Section 6,
including real and synthetic data, different baseline cleaning tools, errors types and charac-
teristics, ML algorithms, AutoML tools, and parallel plans.

2 SAGA FRAMEWORK

In this section, we summarize Saga’s cleaning primitives, formulate the problem of finding the
top-K data cleaning pipelines for an ML application, and provide an overview of the API contract
and resulting framework.

2.1 Data Cleaning Primitives

Over the last three years, we created Saga’s library of cleaning primitives, which implement—
mostly known—data cleaning primitives as linear-algebra-based built-in functions. Table 1 shows
selected primitives of different categories as well as their parameters and applicability to pruning
by monotonicity. Related catalog information is managed as simple data frames, and thus, new
primitives can be added seamlessly.
Selected Primitives: Besides data preparation (e.g., feature transformations, standardization,

and dimensionality reduction) and string processing (e.g., stemming, typos, and swaps), our prim-
itives address outliers, missing values, as well as class imbalance and/or flipped labels. First, for
outlier removal, we leverage statistical primitives such as outlier removal by inter-quartile range,
by standard deviation, and winsorization (based on quantiles), as well as DBSCAN [92] as a density-
based clustering algorithm (remove points that are not density-reachable). Second, missing value
imputation techniques include simple imputation of constants, last values (forward/backward
filling), mean, and mode (most frequent item). More complex strategies are imputation by robust
functional dependencies [33] (if an FD country→city applies to 90% of tuples, use it to clean the re-
maining 10%) and multivariate imputation by chained equations [102] (classification for categorical
and regression for numerical features). Third, for handling labels we apply classical under-sampling,
SMOTE [22] (synthetic oversampling), and tomekLink (under-sampling by dropping borderline
points). Furthermore, we also allow label flipping and abstain (tuple removal) for instances where
linear models mispredict with high confidence.

3Apache SystemDS [11]: http://apache.github.io/systemds/, reproducibility: https://github.com/damslab/reproducibility

Proc. ACM Manag. Data, Vol. 1, No. 3 (SIGMOD), Article 218. Publication date: September 2023.

http://apache.github.io/systemds/
https://github.com/damslab/reproducibility


218:4 Shafaq Siddiqi, Roman Kern & Matthias Boehm

Table 1. Saga’s Data Cleaning Primitives.

Category Name Params Monotonic

1 Outliers dbscan [92] minPts, 𝜖
2 outlierByIQR 𝑘 ✓
3 outlierBySd 𝑘 ✓
4 winsorize 𝑞𝑙 , 𝑞𝑢 ✓
5 MV Imputation fillDefault 𝑣

6 fillForward
7 imputeByFd [33] 𝑃 ✓
8 imputeByMean
9 imputeByMedian
10 mice [102] 𝑖 , 𝑃
11 Data Preparation encodeOneHot
12 encodeFequency
13 encodeDate
14 normalize / scale
15 pca / ppca 𝑘

16 weightOfEvidence
17 Class Imbalance smote [22] 𝑁

18 tomekLink
19 underSampling 𝑁

20 Labels flipLabels 𝑃 ✓
21 abstain 𝑃 ✓
22 String Handling correctTypos
23 (stage 0) fixLength / fixType L / T ✓
25 stemming / lowerCase
27 swapValues

Fit and Apply: Each primitive has a fit and apply function (e.g., outlierByIQR and
outlierByIQRApply), where the former computes state such as the inter-quartile range (IQR =

𝑞3 − 𝑞1), and then calls the apply function to remove outliers outside the [𝑞1 − 𝑘 · IQR, 𝑞3 + 𝑘 · IQR]
range. The fit functions are used during training, their state is kept, and used when calling the
apply functions during model scoring/inference. Some primitives like flipLabels have no-op
apply functions similar to dropout layers in DNNs.

Need forOptimization:There are several dependencies among cleaning primitives. For example,
outlier methods can replace values directly, remove rows, or replace values by missing values. Thus,
together outlier removal and missing value imputation are a form of error detection and correction.
Accordingly, both the ordering of primitives and good parameters for these primitives are strongly
data-dependent, which requires automatic optimization.

2.2 Problem Formulation

In order to provide users with the flexibility of manual refinements of cleaning pipelines and
primitives, we focus on top-K cleaning pipeline enumeration. We define the problem as follows:
Notation: Let (X,Y) be a dataset composed of input features X (𝑛 − 1 independent variables,

categorical or numerical), and a target feature Y (class labels or continuous response). Each tuple
𝑡𝑖 ∈ (X,Y) is a vector of frame cells 𝑡𝑖 = {𝐶𝑖1,𝐶𝑖2, . . . ,𝐶𝑖𝑛}. Furthermore, let 𝜔 (X,Y) be an ML
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model—including feature transformations—learned on (X,Y) that produces a certain training loss
𝜙 (𝜔 (X,Y)) and test loss 𝜙 (𝜔 (X′,Y′)). We assume that some cells𝐶𝑖 𝑗 ∈ (X,Y) and X′ are corrupted,
wrong, or missing. Therefore, we seek to find a cleaning pipeline 𝑃 that applied to (X,Y) before
training and to (X′,Y′) before scoring reduces the expected test loss. As a proxy for expected test
loss (which is not seen by our cleaning framework), the training or validation4 loss should be strictly
improved 𝜙 (𝜔 (𝑃 (X,Y))) < 𝜙 (𝜔 (X,Y)). The target ML application is a tuple (𝜔,𝜙) composed of a
specific regression, classification, or other learning task 𝜔 as well as a user-specific loss function 𝜙
(e.g., inverse accuracy, f1-measure, l2-norm, r-squared loss).

Logical and Physical Pipelines: A pipeline 𝑃 is defined by its structure (primitives and their
order) and its parameters (hyper-parameters of contained primitives). We explicitly distinguish
between logical pipelines and physical pipelines. A logical pipelines only defines the structure and
can be evaluated with default parameters. In contrast, a physical pipeline has the structure of its
parent logical pipeline but assigns concrete hyper-parameter values.

Optimization Objective: We aim to find the top-K physical cleaning pipelines that satisfy the
following optimization objective:

P = arg min
P∈S

Σ𝐾
𝑘=1𝜙 (𝜔 (P𝑘 (X,Y),Σc))

𝑠 .𝑡 . ∀𝑘 ∈ N[1,𝐾 ] : 𝜙 (𝜔 (P𝑘 (X,Y))) < 𝜙 (𝜔 (X,Y))
(1)

Given a dataset (X,Y), set of optional user constraints Σc, a target ML application (𝜔,𝜙), and an
integer 𝐾 , the goal is to find the top-K cleaning pipelines P from the search space of all pipelines
S with minimal total loss 𝜙 , ordered ascending by loss. In order to prevent unwanted redundancy,
the returned top-K set must contain physical pipelines of distinct logical pipelines.
Search Space: A brute-force solution would enumerate every pipeline of the space S, which

requires training and evaluating 𝜙 (𝜔 (𝑃 (X,Y))). The overall search space is huge and ∞ if we
allow repeated cleaning primitives (unbounded pipeline length). Even the restricted search space—
where every primitive appears at most once—is huge. Given 𝑝 cleaning primitives with a single
hyper-parameter and ℎ parameter values each, the search space comprises

|S| =
𝑝∑︁
𝑙=0

(
𝑝

𝑙

)
! · ℎ𝑙 =

𝑝∑︁
𝑙=0

𝑝!
(𝑝 − 𝑙)! · ℎ

𝑙 (2)

physical pipelines. For every pipeline length 𝑙 ∈ [0, 𝑝], we have a partial permutation p permute l,
multiplied by the number of hyper-parameter configurations ℎ𝑙 . With 𝑝 = 25 cleaning primitives
(see Table 1) and ℎ = 10, the number of pipelines is already |S| > 1050, which renders brute force
enumeration infeasible.

2.3 API Contract and Saga Overview

Fitting and Applying Pipelines: Addressing the large search space requires efficient pipeline
enumeration. An often overlooked aspect of such enumeration algorithms is the concrete user API
contract. We define a simple API with three functions:
• topk_cleaning() takes the training data, metadata, constraints, and target ML application;
performs top-K cleaning pipeline enumeration; and returns the top-K pipelines, their hyper-
parameter values and validation scores.
• fit_pipeline() takes a selected or refined pipeline (with fixed primitives and hyper-
parameters) and fits this pipeline on the new data, returning the internal state (e.g., quantiles
for outlierByIQR) and cleaned data.

4Similar to traditional hyper-parameter tuning of ML models, we further split the train data into train and validation sets
for evaluating different cleaning pipelines.
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Fig. 1. Overview of Saga Framework (Top-K Cleaning).

• apply_pipeline() transforms new incoming data for scoring with the given pipeline and
read-only state of primitives.

This separation is important for moving top-K enumeration and training outside the critical path,
and allowing manual refinements.

Framework Overview: Figure 1 gives an overview of our top-K cleaning pipeline enumeration.
Besides the input data and ML target application, users may provide constraints for a more directed
search, where we leverage functional dependencies, feature string lengths, and feature types (cate-
gorical or numerical). Saga then performs all string processing and feature transformations before
any cleaning on matrices. Given an input data frame and metadata, we handle typos, fix invalid
values, perform stemming and normalization, and apply feature transformations. String manipu-
lations are efficiently executed via second-order map functions (e.g., map(FS,"s->s.length()"))
for which we internally perform code generation. Inspired by the optimization of data-processing
workflows [27, 93, 94], and AutoML tools [71, 93, 97], we devise an effective multi-level optimization
strategy of logical and physical pipelines. First, Saga uses an evolutionary algorithm for finding the
promising sequences of cleaning primitives with their default hyper-parameters (logical pipelines).
Second, we adopt Hyperband [60] for tuning hyper-parameters of these logical pipelines (physical
pipelines). Having implemented this top-K cleaning pipelines framework in linear algebra, allows
automatically generating hybrid task- and data-parallel runtime plans of local and distributed
operations. Finally, we return the top-K physical pipelines, their hyper-parameters, and 𝜙-scores.
Saga also provides detailed logs of the enumeration process for debugging.

Avoiding Over-fitting: In contrast to ML-agnostic data cleaning, data cleaning for ML may be
more prone to over-fitting the target ML application. We address this danger with (1) k-fold cross
validation5 for obtaining reliable scores of cleaning pipelines and models, (2) evaluating logical
pipelines (structural aspects) only with default parameters, (3) starting logical pipeline enumeration
from simple 1-primitive pipelines, and (4) top-K pipeline enumeration where users can modify
and tune the most promising pipelines (balancing cleaning performance and pipeline complexity).
Similar to the pruning of decision trees after training, selecting robust cleaning pipelines in a
semi-automatic manner is interesting future work.
5Related work on wrapper-methods for feature selection [70] and similar approaches also tackles the danger of over-fitting
primarily with cross validation.
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3 LOGICAL PIPELINE ENUMERATION

We aim to find a set of candidate logical pipelines, which serve as good starting points for physical
pipeline tuning. To this end, we devise a simple—yet empirically very effective—evolutionary
algorithm. This algorithm aligns very well with our goal of automating the mechanical aspects of
trial-and-error data cleaning, where data scientists iteratively apply combinations of data repair
routines and evaluating their effectiveness on the target ML application.

3.1 Pipeline Construction

A key component of our evolutionary algorithm is the construction of new logical pipelines. We
start from a set of seed pipelines P (by default, the primitives from Table 1 as 1-step pipelines)
and then refine them via genetic transitions. The primitives for seed pipelines are defined in an
extensible configuration file. We do not restrict the search space, allowing cleaning primitives to
appear multiple times in a pipeline. This approach causes an unbounded search space, but enables
pipelines such as missing value imputation, followed by outlier removal (which state is influenced
by imputed values), and missing value imputation for correcting dropped outliers.
Genetic Transitions: From the fittest candidate pipelines, we then derive a population of

new pipelines. Inspired by work on optimizing ETL workflows [94], we apply cleaning-specific
transformations for refining these pipelines. In detail, we randomly pick good pipelines, and then
apply a random transition to each candidate pipeline:
• Addition: Add a random primitive at a random position in [1, 𝑙 + 1] to the candidate pipeline.
• Crossover: Concatenate variable (non-overlapping) parts of two random candidate pipelines.
• Mutation: Swap the order of two existing primitives at random but non-equal positions in a
candidate pipeline.
• Removal: Remove a primitive (at a random position in [1, 𝑙]) from the candidate pipeline.

Additional fine-tuning includes a weighted randomization (i.e., sample selection) of candidate
pipelines by their observed loss, and expected runtime of primitives.
Pipeline Dependencies: For the sake of simplicity and extensibility—by new, user-provided

cleaning primitives—our evolutionary algorithm does not exploit detailed dependencies among
individual cleaning primitives for a more directed search. However, we keep track of duplicates
(avoid already executed pipelines), perform pruning for known categories of cleaning primitives
(e.g., no MV imputation primitives directly on input data without missing values), and perform
generic pruning by monotonicity (see Section 4 for details).

3.2 Enumeration Algorithm

Algorithm 1 summarizes our logical pipeline enumeration approach. The inputs are the dataset
(X,Y), the seed pipeline population P, the loss on the dirty dataset D, a target absolute loss
improvement 𝑒 , the target ML application (𝜔,𝜙), and a maximum number of iterations max_iter
(i.e., evaluated generations).

Scoring Pipelines (Line 3): In each iteration, we evaluate the scores of the population of
pipelines P via the target ML application, sort the pipelines ascending by loss (best first), and
perform successive halving (select the top-half pipeline population, halving ratio 𝜂 = 2). The dy-
namically composed pipelines are represented as frames and then evaluated primitive-by-primitive
via second-order methods.

Applying Transitions (Line 11): From the retained best pipelines, the new population P′ is
generated. We first copy over the good pipelines into the output (Line 8), and then derive new
pipelines until the expected population size (by default 16 logical pipelines) is reached. Once the
new population P′ is complete, the next iteration starts and evaluates this new population.

Proc. ACM Manag. Data, Vol. 1, No. 3 (SIGMOD), Article 218. Publication date: September 2023.



218:8 Shafaq Siddiqi, Roman Kern & Matthias Boehm

Algorithm 1 Logical Pipeline Optimization
Input: (X,Y), P, D, 𝑒 , (𝜔,𝜙), max_iter
Output: Best logical pipelines L
1: L← 𝑓 𝑟𝑎𝑚𝑒 (0, 0, 0); 𝑖𝑡𝑒𝑟 ← 1; 𝑙𝑜𝑠𝑠_𝑙𝑖𝑠𝑡 () // initialize variables
2: while (!converged & iter < maxi ) do
3: P, 𝑠𝑐𝑜𝑟𝑒𝑠 ← evaluateAndOrder(X,Y,P, 𝑑𝑒𝑠𝑐𝑟 = 𝐹, 𝜂 = 2)
4: putLoss(𝑙𝑜𝑠𝑠_𝑙𝑖𝑠𝑡, 𝑠𝑐𝑜𝑟𝑒𝑠 [1])
5: 𝑙𝑜𝑠𝑠 ← getLoss(𝑙𝑜𝑠𝑠_𝑙𝑖𝑠𝑡, 𝑠𝑡𝑎𝑟𝑡 = 1, 𝑒𝑛𝑑 = 3)
6: 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑑 ← isAllDuplicate(𝑙𝑜𝑠𝑠)&𝑙𝑜𝑠𝑠 [1] < (D - 𝑒)
7: 𝑛 ← 𝑛𝑟𝑜𝑤 (P)
8: L← append(L,P)
9: 𝑐ℎ𝑖𝑙𝑑𝑟𝑒𝑛 ← 𝑓 𝑟𝑎𝑚𝑒 (𝑟𝑜𝑤𝑠 = 𝑛)
10: while 𝑘 < 𝑛 & (!converged) do

11: 𝑐1← applyTransition(𝑡𝑜𝑝 = P[𝑘], 𝑝𝑟𝑜𝑏 = 𝑟𝑎𝑛𝑑𝑜𝑚())
12: P′ ← append(P′, 𝑐1)
13: 𝑘 ← 𝑘 + 1
14: P ← P′
15: 𝑖𝑡𝑒𝑟 ← 𝑖𝑡𝑒𝑟 + 1
16: return L

Termination (Line 6): The algorithm terminates if at least one of the following conditions are
met. First, if the previous three iterations did not yield any loss reduction, or the best loss already
reached the target loss D − 𝑒 , we declare convergence. Second, the algorithm also terminates if the
maximum number of iterations is reached, providing an upper bound on the number of evaluated
populations. The algorithm finally returns an output frame of the best candidate pipelines from all
iterations (Lines 8 and 16).

4 PHYSICAL PIPELINE TUNING

At the last level of multi-level optimization, we perform physical pipeline tuning for optimizing the
hyper-parameters of primitives in a logical pipeline via a technique similar to Hyperband [60] (as
a generalization of multi-armed bandits and random search) as well as tailor-made pruning and
parallelization strategies.

4.1 Tuning Approach

HyperbandBackground:Hyperband [60] is an extension of the successive halvingmethod [46] for
adaptive resource allocation of random search. Successive halving evaluates a set of configurations
with R resources, keeps the best 50% of configurations and doubles their resources until only one
configuration remains. In order to avoid the high-influence parameter of the number of initial
configurations, Hyperband introduces the notion of brackets and calls successive halving in each
bracket with different numbers of starting configurations and maximum number of successive
halving iterations. The spectrum of brackets and the principled early-stopping strategy provide a
good tradeoff of explorations and exploitation, and has shown substantial speedups over hyper-
parameter tuning with Bayesian Optimization on selected benchmarks.

Resource Allocation: Similar to Hyperband brackets, we create buckets with different resource
configurations for balancing exploration and exploitation. The resource value R—a Saga hyper-
parameter—controls the generation of physical pipelines per bucket. In contrast to Hyperband,
where the number of configurations per bucket (logical pipelines here) decreases exponentially,
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Table 2. Hyperband Buckets with 𝑛𝑖 Pipelines and 𝑟𝑖 Resources per Iteration 𝑖 (with R = 50, 𝜂 = 2).

i s = 4 s = 3 s = 2 s = 1 s = 0
𝑛𝑖 𝑟𝑖 𝑛𝑖 𝑟𝑖 𝑛𝑖 𝑟𝑖 𝑛𝑖 𝑟𝑖 𝑛𝑖 𝑟𝑖

0 24 1 24 2 24 7 24 20 24 50
1 12 2 12 5 12 15 12 40
2 6 4 6 10 6 30
3 3 8 3 20
4 1 16
#Pipelines 112 228 528 960 1200

Algorithm 2 Hyperband for Physical Pipelines Enumeration
Input: 𝑅, 𝜂 (default 𝜂 = 2), L, (X,Y), (𝜔,𝜙), config
Output: 𝑡𝑜𝑝𝐾

1: 𝑠max ← ⌊log𝜂 (𝑅)⌋, 𝐵 ← (max(𝑠max + 1))𝑅 // initialize variables
2: 𝑛 ← ⌈(𝑛𝑟𝑜𝑤 (L)/𝑠𝑚𝑎𝑥 )⌉
3: for 𝑠 ∈ {𝑠max, ..., 0} do
4: 𝑟 ←𝑊 ∗ 𝑅𝜂−𝑠
5: for 𝑖 ∈ {0, ..., 𝑠} do
6: 𝑛𝑖 ← 𝑛𝜂−𝑖 , 𝑟𝑖 ← 𝑟𝜂𝑖 ;
7: 𝑙𝑜𝑠𝑠 ← runWithHyperparam((X,Y), (𝜔,𝜙, 𝐿, 𝑟𝑖 , config)
8: L← topK(L, 𝑙𝑜𝑠𝑠, 𝑛𝑖/𝜂)
9: return 𝑡𝑜𝑝𝐾

we assign the same number of logical pipelines to each bucket to enable exploration despite small
populations. For example, in Table 2, we have 120 pipelines, 𝑠_𝑚𝑎𝑥 = 5 buckets, and R = 50
resources. We sort the logical pipelines by their loss, and assign 24 pipelines to each bucket 𝑠 , with
the most-promising pipelines in the last bucket (𝑠 = 0 with high starting resources). We then use the
scores of the logical pipelines for a weighted distribution of resources to the buckets. The weights
for each bucket are computed as follows:

weights = seq(1/𝑠_𝑚𝑎𝑥, 𝑠_𝑚𝑎𝑥, 1/𝑠_𝑚𝑎𝑥)
𝑟 = R ·weights[(𝑠_𝑚𝑎𝑥 − 𝑠) + 1] · 𝜂−𝑠 (3)

Successive Halving: Per bucket, we then apply—as shown in Table 2—Hyperband’s successive
halving (select top-half of pipelines and increase their resources), where 𝑖 is the current iteration
and 𝜂 = 2 is the rate of successive halving. In each iteration, we evaluate 𝑛𝑖 logical pipelines with 𝑟𝑖
resources (hyper-parameter combinations) and thus, 𝑛𝑖 · 𝑟𝑖 physical pipelines, and then sort these
pipelines by their scores. We keep the upper half of well-performing pipelines and discard the
rest. In the next iteration, the remaining pipelines are evaluated with 𝑟 + 𝑟 ′ resources (i.e., more
resources of physical pipelines for promising logical pipelines). Saga keeps the top-K pipelines
from each bucket to create one final set of (𝑠_𝑚𝑎𝑥 · 𝐾) pipelines, which is later capped to the
top-K pipelines and filtered by the dirty score D (to only return useful pipelines to the user). To
avoid over-fitting, by default, we evaluate the pipelines using 3-fold cross validation. Algorithm 2
provides a high-level overview of bucket creation and pipeline evaluation with input resources (𝑅),
successive halving rate (𝜂), logical pipelines (L), features and labels (X,Y), ML target application
(𝜔,𝜙), and hyper-parameter grid (parameters and value ranges) for all primitives (config).
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Fig. 2. Pruning and Flattening Techniques.

4.2 Pruning by Monotonicity

Understanding the traits of cleaning primitives allows pruning dominated configurations. Primitives
like outlierByIQR, outlierBySd, and imputeByFd have threshold parameters for value removal
and imputation. Some of these parameters exhibit monotonic behavior (see Table 1, where we
marked the applicable primitives). For example, outlierByIQR computes the interquartile range
IQR = 𝑞3 − 𝑞1 and removes all values outside [𝑞1 − 𝑘 · IQR, 𝑞3 + 𝑘 · IQR]. Given a fixed dataset,
if a certain value 𝑘 does not remove any values, then any values 𝑘 ′ ≥ 𝑘 will not remove values
either. Hence, all parameter combinations with such 𝑘 ′ can be safely pruned, which also motives
ordering parameter configurations to maximize pruning. More formally, let P𝑞 = {𝑝1, 𝑝2, . . . , 𝑝𝑙 } be
a pipeline of 𝑙 primitives with one monotonic hyper-parameter ℎ(𝑝𝑖 ) each. If we have observed that
ℎ(𝑝𝑖 ) = 𝑘 does not modify any values—and assuming a homogeneous coverage of the remaining
parameter space—we can safely prune ℎ(𝑝𝑖 ) ≥ 𝑘 and all combinations thereof with ℎ(𝑝 𝑗 ) for 𝑗 > 𝑖 .
Figure 2(a) shows an example of two monotonic hyper-parameters 𝐾 and 𝑃 (order is irrelevant
here). If no changes are made for 𝑃 = 𝑣 or 𝐾 = 𝑢, then all combination with values 𝑃 ≥ 𝑣 or 𝐾 ≥ 𝑢
can be pruned. Interesting future work for logical and physical pipeline tuning include error-driven
slice selection [26, 73, 86, 100], and lineage-based reuse of intermediates [76, 103].

4.3 Flattening Nested Parallelism

Pipeline tuning with Hyperband creates deep nested loops, each with few iterations. We ensure
effective local and distributed task-parallelism via a simple, yet effective, flattening of nested
parallelism [40] using parallel for loops (ParFor).
ParFor Background: Task-parallel ParFor loops [12, 40] have been successfully employed for

large-scale machine learning and a variety of tasks such as cross-validation, hyper-parameter
tuning, and ensemble learning. Given a parfor(i in beg:end){<body>} construct, an optimizing
compiler performs dependency analysis to verify that there are no loop-carried dependencies, and
then executes the body with a chosen parallelization strategy (from a spectrum of parallel plans,
see Section 5) for every iteration.

FlatteningApproach:Given nested ParFor loops of independent, expensive pipeline evaluations
as well as additional state at intermediate levels, our flattening approach splits these computations
into two phases. First, we perform an identical loop nest for materializing all configurations
in matrices, frames, or lists. Second, we evaluate all configurations through a single, local or
distributed ParFor loop (see Algorithm 3). This approach exposes more independent tasks and avoids
unnecessary synchronization barriers—which simplifies loop optimization and task scheduling—
and thus, improves the utilization of available parallelism, and reduces overheads for distributed
setup and result aggregation. The cost for materializing the configurations is negligible here.
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Algorithm 3 Flattened runWithHyperparam
Input: 𝑟 , L, (X,Y), (𝜔,𝜙), config
Output: 𝑙𝑜𝑠𝑠

1: 𝑝𝑖𝑝𝑒𝑙𝑖𝑛𝑒𝑠_𝑤𝑖𝑡ℎ_𝑐𝑜𝑛𝑓 𝑖𝑔𝑠 ← [], 𝑙𝑜𝑠𝑠 ← []
2: while (𝑖 < 𝑛𝑟𝑜𝑤 (𝐿)) do
3: param_config← getParamConfigs(𝑙, 𝑟 , config) // 𝑟 · 𝑙 rows
4: append(𝑝𝑖𝑝𝑒𝑙𝑖𝑛𝑒𝑠_𝑤𝑖𝑡ℎ_𝑐𝑜𝑛𝑓 𝑖𝑔𝑠, 𝑙, param_config)
5: for 𝑖 in 𝑛𝑟𝑜𝑤 (𝑝𝑖𝑝𝑒𝑙𝑖𝑛𝑒𝑠_𝑤𝑖𝑡ℎ_𝑐𝑜𝑛𝑓 𝑖𝑔𝑠) do // parallel for
6: 𝑠𝑐𝑜𝑟𝑒 ← evaluate(𝑝𝑖𝑝𝑒𝑙𝑖𝑛𝑒𝑠_𝑤𝑖𝑡ℎ_𝑐𝑜𝑛𝑓 𝑖𝑔𝑠 [𝑖],X,Y), (𝜔,𝜙))
7: append(𝑙𝑜𝑠𝑠, 𝑠𝑐𝑜𝑟𝑒)
8: return 𝑙𝑜𝑠𝑠

Flattening Example: Logical pipelines are grouped by their scores into buckets, and for
each bucket, we perform successive halving. Nested ParFor loops parallelize over buckets and
subsequently—within each bucket—over logical pipelines, and resources per logical pipeline (i.e.,
physical pipelines). Instead, the flattened ParFor—as shown in Figure 2—executes super-steps of all
resources across all buckets with lockstep successive halving (five jobs across buckets in Table 2).

5 PARALLELIZATION STRATEGIES

Opportunities: Optimizing data cleaning pipelines has numerous parallelization opportunities.
First, frame andmatrix operations can exploit multi-threaded or distributed data parallelism. Second,
several cleaning primitives (see Table 1) have intrinsic opportunities for data-or task parallelism
(e.g., mice repeatedly trains classifiers and/or regression models). Third, logical and physical
pipeline tuning forms a hierarchy of populations, hyper-parameter tuning of pipelines, as well
as cross-validation and ML model training. Given these parallelization opportunities, alternative
parallelization strategies can be utilized. A key design principle of Saga is to avoid hard-coding
such decisions at script level for adaptation to data, workload, and cluster characteristics.

Task-parallel Plans:Weutilize task-parallel for-loops (ParFor) for coarse-grained parallelization
that avoids unnecessary synchronization barriers of individual operations. Plan alternatives include:

• ParFor in Cleaning Primitives: A baseline approach applies task-parallelism only at the last
level of cleaning primitives.
• Local Top-Level ParFor: Executing loops for logical and physical pipeline evaluation as local,
multi-threaded loops, which works for all data sizes with low latency overhead.
• Distributed Top-Level ParFor: In contrast to Local Top-Level, this top-level ParFor can be
executed as a single distributed job, potentially utilizing a higher degree of parallelism, but
this approach requires that inputs and outputs fit into task memory.
• Adaptive ParFor Hierarchies: Combining the advantages of other plans, we utilize adaptive
ParFor hierarchies, where all applicable levels include ParFor loops, and during runtime, the
ParFor optimizer compiles the most appropriate parallel execution plan.

We extended the underlying SystemDS for pipeline enumeration in distributed ParFors loops,
specifically with on-demand function loading and dynamic compilation in Spark executors, without
interference while still reusing functions across tasks and jobs.
Data-parallel Plans: End-to-end ML pipelines can be compiled into hybrid runtime plans of

local and distributed, data-parallel operations. Cleaning pipeline enumeration seamlessly leverages
these capabilities, but—except for flattening at script level (which is always beneficial)—we do not
yet specifically optimize such plans. An interesting direction for future work is the adaptation of
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Table 3. Dataset Characteristics (excluding class labels).

Dataset #Rows #Cols #Class 𝜔 #Cat #Num D G

Animal [21] 26,729 8 5 class 8 0 0.62 Y
EEG [85] 14,980 14 2 class 0 14 0.63 Y
Movie [61] 9,329 7 2 class 2 5 0.74 Y

Nashville [30] 211,945 22 2 class 14 8 0.76 N
Puma [31, 53] 4,756 8 2 class 0 8 0.54 Y
Titanic [48] 891 11 2 class 5 6 0.76 Y
Cancer [32] 3,048 33 - Reg 2 31 0.10 N
Housing [47] 1,460 79 - Reg 46 33 0.67 N

Table 4. Summary of Errors (SE.. string errors, MV .. missing values, O .. outliers,

VFD .. violated functional dependencies, IM .. imbalanced classes, NL .. noisy labels).

Dataset SE MV O VFD IM NL

Animal 208,436 21,322 2,083 6,470 10,572 0
EEG 0 0 209 0 1,537 854
Movie 13,828 0 937 0 2,531 129

Nashville 2,529,412 213,650 66,059 31,680 116,941 45,387
Puma 0 7,646 306 0 39 185
Titanic 1,180 866 97 743 207 0
Cancer 6,093 3,046 1,150 0 N/A N/A
Housing 63,135 6,965 1974 124 N/A N/A

ideas from scan sharing in hyper-parameter tuning [97], and model-hopper parallelism [66, 67] to
the specifics of cleaning pipelines (e.g., partial data modifications, and pruning by monotonicity).

6 EXPERIMENTS

We study Saga in comparison with state-of-the-art data cleaning and AutoML tools regarding the
accuracy of ML applications, various micro benchmarks, and parallelization strategies.

6.1 Experimental Setting

Hardware Setup: We ran all experiments on a 1+6 node cluster, each node having an AMD EPYC
7302 CPU@3.0-3.3 GHz (16 physical/32 virtual cores), and 128GB DDR4 RAM (peak performance
is 768GFLOP/s, 183.2GB/s). The software stack comprises Ubuntu 20.04.1, Apache Hadoop 3.3.1,
and Apache Spark 3.2.0. Saga uses OpenJDK 11.0.13 with 110GB max and initial JVM heap sizes.
ML Applications: The ML target applications are provided as linear-algebra-based UDFs. We

study different classification (multinomial logistic regression, multi-class support vector machines,
and decision tree) as well as regression (direct-solve ordinary least squares, and decision tree)
models. All datasets are split into 70% train and 30% test. As the train/test splits are from the same
dataset, they follow the same distributions. The test data labels are never passed to the cleaning
frameworks, but solely used for evaluation. We further use 3-fold cross-validation on the train set,
and report accuracy for classification and 𝑅2 for regression tasks.
Datasets: We used eight real datasets from ML competitions and the UCI repository. Table 3

summaries the data characteristics of these datasets including dimensions, number of classes, target
application𝜔 , number of categorical and numeric columns, dirty accuracyD, and the availability of
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ground truth G, which refers to “clean” accuracy as known from previous work because no actual
ground truth exist. These datasets include string errors (e.g., typos, value swaps, out-of-domain
values, case mismatch), missing values, outliers, violations of functional dependencies, imbalanced
classes, and noisy labels. Table 4 shows the error distributions of all datasets. Given the absence
of ground truth, we computed these counts in a best effort manner (e.g., missing values from
NULL/NaN, outliers outside three standard deviations). Although, the Movie dataset has no missing
values, the test set does because it contains strings non-existing in the train set.

6.2 End-to-End Data Cleaning for ML

We investigate the end-to-end accuracy improvements of data cleaning on all datasets and ML
applications. In detail, we compare Saga with state-of-the-art data cleaning frameworks, evaluate
the impact of different models, and compare with AutoML tools. Here, we use the Saga default
parameters of 15 iterations of the evolutionary algorithm, seed population size |P | = 16, and R = 50
Hyperband resources. With this configuration, Saga evaluates ≈ 10,000 physical pipelines (cleaning
and cross-validated model training) per dataset.
Baselines:We compare Saga with the following baselines, which all use the same ML target

application. Saga differentiates by its holistic tuning and the generation of scalable execution plans.

• Basic Heuristics: We hand-crafted several heuristic, commonly-used cleaning pipelines
(e.g., missing value imputation by mean, outlier removal via winsorizing [0.05, 0.95]).
• BoostClean [57]:We compare BoostClean with b=5 (best setting mentioned in the paper)
and report the accuracy on the train set. Additionally, we use the best ensemble and apply it
for obtaining the test accuracy as well.
• HoloClean [44, 83]: HoloClean uses a factor graph for detecting and repairing errors based
on denial constraints. For each dataset, we spent three hours to define meaningful constraints,
and tuned the hyper-parameters.
• Raha-Baran [63, 64]: Similarly, Raha & Baran also perform error detection and correction
without considering the target application. Raha & Baran (and similarly but slightly worse,
ActiveClean [58]) use active leaning for predicting the correct and incorrect values.
• Learn2Clean [8]: The recent Learn2Clean uses reinforcement learning (Q-learning) to
find the best cleaning strategy for a configurable ML target application, without any other
hyper-parameters or extension hooks.

Results: Table 5 summarizes the train/test accuracy of the baselines and Saga. BoostClean only
supports classification and no regression (N/A). To remove the effects of randomization, each test
was repeated three times and we report the average accuracy. The basic heuristics already work
quite well for some datasets. In Movies, missing values exist only in the test split, so the heuristic
pipeline does not change the training data but imputes missing values for testing using the training
mean. Housing contains outliers that are winsorized, which yields an improved 𝑅2. BoostClean
shows generally mixed results. When changing the underlying ML application from the default
decision tree (more robust to errors) to multinomial logistic regression, accuracy was negatively
impacted. Saga outperforms BoostClean because BoostClean tries to repair every misclassified
tuple with statistical imputation, whereas Saga uses a mix of statistical, rule-based, and ML-based
primitives. Additionally, BoostClean also did not perform very well on the Animal dataset where
all the features are categorical. For HoloClean and Raha-Baran, we observe similar accuracy on
all datasets, except HoloClean runs out-of-memory (OOM) on Nashville, Raha-Baran times out
(TO) on Nashville due to swapping, and HoloClean times out on Housing despite dedicated hyper-
parameter tuning. For Raha-Baran, we observe that the system detects the errors correctly (Raha’s
𝐹1 score greater than 0.9), but the error correction does not improve overall accuracy. BoostClean
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Table 5. Train and Test Accuracy Linear Models

(Multinomial Logistic Regression for Classification and Ordinary Least Squares for Regression
∗
).

Dataset Dirty Basic Heuristics BoostClean HoloClean Raha-Baran Learn2Clean Saga

train test train test train test train test train test train test train test

Animal 0.70 0.62 0.70 0.69 0.34 0.33 TO TO 0.34 0.60 N/A N/A 0.86 0.86
EEG 0.64 0.63 0.65 0.65 0.64 0.63 0.55 0.64 0.55 0.63 0.68 0.67 0.69 0.68
Movie 0.75 0.74 0.75 0.84 0.69 0.70 0.63 0.62 0.53 0.64 0.76 0.76 0.78 0.85

Nashville 0.76 0.76 0.79 0.78 0.79 0.79 OOM OOM TO TO 0.79 0.79 0.80 0.80
Puma 0.55 0.54 0.54 0.56 0.55 0.57 0.56 0.54 0.57 0.47 0.57 0.51 0.57 0.57
Titanic 0.79 0.76 0.78 0.65 0.80 0.81 0.66 0.78 0.66 0.80 0.78 0.73 0.81 0.82

Cancer∗ 0.43 0.10 0.43 0.45 N/A N/A 0.16 0.16 0.16 0.16 0.62 0.61 0.51 0.52
Housing∗ 0.67 0.67 0.81 0.85 N/A N/A TO TO 0.65 0.67 0.84 0.89 0.83 0.87

Table 6. Train and Test Accuracy Tree-based Models

(Decision Trees with Impurity Measure Gini-Index for Classification and Squared Loss for Regression).

Dataset Dirty Basic Heuristics BoostClean HoloClean Raha-Baran Learn2Clean Saga

train test train test train test train test train test train test train test

Animal 0.64 0.63 0.64 0.65 0.32 0.17 TO TO 0.42 0.1 N/A N/A 0.83 0.83

EEG 0.58 0.55 0.76 0.80 0.80 0.81 0.58 0.55 0.59 0.55 0.80 0.73 0.84 0.74
Movie 0.65 0.66 0.65 0.65 0.70 0.69 0.65 0.66 0.66 0.67 0.76 0.77

* 0.67 0.67
Nashville 0.79 0.78 0.80 0.80 0.75 0.77 OOM OOM TO TO 0.80 0.80 0.80 0.80
Puma 0.51 0.53 0.51 0.55 0.53 0.54 0.52 0.51 0.52 0.52 0.54 0.53 0.55 0.56

Titanic 0.76 0.57 0.69 0.72 0.79 0.72 0.63 0.68 0.68 0.55 0.80 0.79 0.81 0.79
Cancer 0.34 0.37 0.37 0.39 N/A N/A 0.34 0.37 0.34 0.37 0.39 0.37 0.36 0.39
Housing 0.64 0.74 0.65 0.73 N/A N/A TO TO 0.65 0.74 0.70 0.78 0.69 0.76

performs generally better than HoloClean and Raha-Baran, which highlights the importance of
optimization for target ML applications. Learn2Clean shows overall good results but failed on the
Animal dataset—which has only categorical features—because the design of Learn2Clean requires
at least one continuous column. We observed that primitives used in Learn2Clean proactively
remove the rows from train and test dataset to get rid of outliers and invalid patterns. This approach
shows improved performance on Cancer and Housing dataset but deleted 1,418 train and 595
test samples from Cancer as well as 543 train and 238 test samples from Housing. Ignoring this
behavior, Learn2Clean performed better than all the previous baselines showing effectiveness of
using ML signals for data cleaning but loses information by deleting the samples instead of fixing
them. Furthermore, Saga consistently outperforms the basic and state-of-the-art baselines, with
substantial (greater than 10%) improvements on some datasets without deleting any samples from
test data and using sampling only on train datasets when under-sampling the majority class.

Generalization: In order to validate our results, we further evaluated all baselines and datasets
with decision trees (table 6) and Multi-class SVM (not shown). For decision trees, we observe the
same trend as with linear models for all baselines, except the Movie dataset. For Movie dataset
Learn2Clean removed 2,670 rows from the train and 1,123 rows test data, yielding a big accuracy
improvement. For Saga, we only remove rows from training dataset whenever a sample is required
and do not remove any instances from the test data. For Multi-class SVM, we obtain similar results to
multinomial regression, with differences of ±0.03. BoostClean shows one outlier where the accuracy
on Titanic significantly drops from 0.81 to 0.66. We attribute this incident the strong dependence
of BoostClean on the underlying target ML application. Furthermore, we found cases, where
enumerated pipelines with separate primitives for outlier removal and missing value imputation
helped generalization. For example, the Movies dataset is challenging because missing values only
exist in the test set. Saga yields good generalization on the test set because it selected outlier
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Table 7. Auto-Sklearn 1.0 Accuracy (on Dirty Data left and Saga’s Data right).

Dataset 100 mins 200 mins 100 mins 200 mins
Train Test Train Test Train Test Train Test

Animal 0.87 0.87 0.86 0.86 0.86 0.86 0.88 0.86
EEG 0.96 0.97 0.96 0.97 0.96 0.97 0.97 0.97
Puma 0.58 0.56 0.58 0.56 0.59 0.56 0.60 0.55
Titanic 0.84 0.80 0.84 0.81 0.94 0.83 0.95 0.82

Table 8. Auto-Sklearn 2.0 Accuracy (on Dirty Data left and Saga’s Data right).

Dataset 100 mins 200 mins 100 mins 200 mins
Train Test Train Test Train Test Train Test

Animal NA 0.4 NA 0.4 NA 0.35 NA 0.35
EEG 0.78 0.84 0.78 0.84 0.69 0.71 0.80 0.87

Puma 0.58 0.55 0.58 0.57 0.59 0.56 0.59 0.55
Titanic 0.79 0.80 0.81 0.80 0.91 0.81 0.91 0.80

removal primitives (which dropped certain values), and thus, rendered missing value imputation
during training beneficial (which then handled real missing values during scoring).
AutoML Comparison: Some AutoML tools also include basic data preparation but do not

support data cleaning primitives. Table 7 (left) compares the accuracy of Auto-Sklearn [37]—as a
representative AutoML tool—with different time budgets, which allows the application of a variety
of feature transformations and ML models. Auto-Sklearn generally yields very good accuracy,
even on dirty data. However, with data cleaned by Saga, the accuracy improved up to 10% on
instances like Titanic Table 7 (right). This result—together with another recent study [69]—motivates
the integration of data cleaning into AutoML tools. For datasets with value-swap errors, Auto-
Sklearn even crashed due to mixed data in categorical columns. We repeated these experiments
with AutoSklearn 2.0 (experimental) [36], which builds data profiles and—similar to Saga—uses
a combination of Bayesian Optimization and Hyperband for hyper-parameter optimization and
model selection. Table 8 (right) shows that Auto-Sklearn 2.0 also benefits from clean data, but
overall Auto-Sklearn 1.0 still yield better accuracy.

6.3 Micro Benchmarks

In a second series of experiments, we evaluate Saga on a variety of micro benchmarks. We use the
Chicago FoodInspection dataset (39,814 × 9) [42], and leverage Jenga [91] for generating errors
(data corruptions of specific types) in the train and test sets. As pre-processing steps, we drop all
rows with NULL values, as well as filter the two risk categories high and medium, and the five
most frequent facilities. Furthermore, we remove the institution name, constant city and state, and
date columns, which resulted in a high-quality input dataset as a basis for systematic corruption.

Error Generation:We vary the percentage of errors from 0% to 40% in all columns, and generate
the following types of errors:
• Missing Values: We generate both Missing at Random (MAR) and Missing Completely at
Random (MCAR).
• Noise: We add Gaussian noise to the Longitude and Latitude with 𝜇 = 0 and 𝜎 ∈ [1, 5].
• Value Swaps: We swap values among License Number, Facility Type, Zip, and Address.
• Scaling Errors: We scale the Longitude and Latitude.
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Fig. 3. Missing Values.
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Fig. 4. Gaussian Noise.

• Violated FDs: We introduce violations of functional dependencies in Zip and Address.
• Mixed Errors: We randomly pick columns for different types of error generation (see above).

Finally, we divide the dataset into 70/30% train/test splits, run Saga’s top-K cleaning pipeline
enumeration on the train split, apply the top-1 pipeline with multinomial logistic regression on
the test split, and report the test accuracy on the ground-truth (target baseline), dirty data (yellow
squares) and cleaned data (blue triangles).
Missing Values: We experimented with two categories of missing data: Missing at Random

(MAR, reconstructable from existing data) and Missing Completely at Random (MCAR). Figure 3
shows the results, where with increasing error rate, the model accuracy drops below the ground
truth. In contrast, with our top-K cleaning pipeline enumeration, the clean accuracy continuously
outperforms the ground-truth accuracy. The imputed values seems to act as a form of regularization.
As Saga continuously optimizes for signals of the downstream ML application, we get good
generalization. The results in Figures 3(a) and 3(b) further indicate a major difference in behavior
between MAR and MCAR. For MAR, both with and without cleaning, we get fluctuating results,
whereas for MCAR, we see a very smooth behavior. A possible reason could be that synthetic
error generation distorts the columns correlations, and thus, affects the reconstruction in ways,
disproportionate to the error rate. Most importantly, Saga shows very consistent improvements
over dirty data for both types of missing values.
Noise: Gaussian Noise is only added to two of nine columns, and thus, we do not observe

significant distortions in Figure 4. However, Saga yields robust performance, comparable to the
ground-truth, for all noise levels as well. Interestingly, with increasing error rate, at some point,
the model and its predictions are dominated by the Gaussian noise, and thus, accuracy improves
even on dirty data. We observe again larger improvements for MCAR-sampled error locations.
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Fig. 5. Value Swap Errors.

50

55

60

65

70

75

80

0 10 20 30 40

A
cc

u
ra

cy

Percentage of Scaling Errors

target

topK

Scaling Errors

(a) Sampled = MAR

50

55

60

65

70

75

80

0 10 20 30 40

A
cc

u
ra

cy

Percentage of Scaling Errors

target

topK

Scaling Errors

(b) Sampled = MCAR

Fig. 6. Scaling Errors.
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Fig. 7. FD Violation and Mixed Errors.

Value Swaps: For value-swaps, we observe accuracy differences of at most 2% for MAR (Fig-
ure 5(a)) and 5% for MCAR (Figure 5(b)). Swaps with MCAR introduce more distortion in the
dirty accuracy because of random swapping without correlations. Saga provides almost constant
accuracy, very close to the ground-truth.

Scaling Errors: For scaling errors, we randomly change the scaling of entire numeric columns.
Figure 6 shows the resulting accuracy differences. The Saga behavior is consistent as before, and
the MAR errors (Figure 6(b)) introduce more model-affecting distortion in the dataset than MCAR
(Figure 6(a)). However, there is a spurious spike for both dirty and clean data at 20%. Even in such
scenarios Saga consistently outperforms the dirty accuracy.
Violated FDs: For violations of functional dependencies (FDs), we systematically introduce

inconsistencies in the Zip and Address columns. Figure 7(a) shows only slight drops in accuracy
because we only introduce errors in a single column. Saga exhibits almost constant accuracy.
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Fig. 8. Impact of Logical/Physical Enumeration.

Mixed Errors: Finally, we inject a mix of errors (missing data, noise, value swaps, scaling, FD
violations) into the dataset. Figure 7(b) shows that for mixed errors, there is a significant accuracy
deterioration of up to 6% on dirty data. At some points the dirty accuracy catch-up with the ground
truth due to significant distortion of column correlations. In contrast, Saga’s top-K cleaning also
handles this more challenging case with accuracy close to the ground-truth accuracy. Overall, Saga
yields remarkably robust results outperforming dirty model accuracy on almost all error types and
error rates, often very close or better than the ground-truth.

6.4 Scalability and Runtime Comparison

Finally, we evaluate various runtime properties, including parameters, pruning, runtimes of base-
lines, and parallelization strategies.
Impact of Parameters: The parameters max_iter (default 15) and resources R (default 50)

heavily influence logical and physical pipeline enumeration. Figure 8(a) shows the top-1 accuracy
for varying number of iterations (with default R) for selected datasets. With increasing number
of iterations (fixed seeds, only logical pipelines), we observe increasing accuracy that plateaus
before our default 15. Figure 8(b) further shows linearly increasing runtimes when evaluating more
populations. Together, converging accuracy and increasing runtime, motivates our convergence
checks. Additionally, our starting heuristic yields good accuracy quickly. Figures 8(c) and 8(d) show
the accuracy and runtime for varying resources R (with default max_iter). We observe increasing
accuracy, which is higher due to full optimization. The runtime fluctuations are due to the impact
of resources on parallelization and some hyper-parameters (e.g., in dbscan or mice).

Scalability with Datasize: For evaluating the scalability with increasing #rows, we replicate the
EGG dataset up to 7x, which keeps other characteristics constant. Figure 9(a) shows the runtimes
and ideal scaling (1x-runtime × rep factor). We compare Hyperband with basic nested-loops (over
buckets/pipelines, and hyper-parameters), and our flattening approach (see Section 4.3). Since these
loops are ParFor loops, flattening influences parallelization. Except for few outliers, we observe
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Fig. 10. Task- and Data-parallel Execution Plans.

good scalability with increasing datasize, and—even for local, multi-threaded plans—already a >2x
improvement by flattening. The moderate deterioration and outliers are due to larger intermediates
and memory pressure (increased garbage collection overheads).
Pruning Strategies:We also evaluate the impact of pruning (skipping of pipelines by mono-

tonicity). Figure 9(b) shows the number of evaluated pipelines for selected datasets without pruning
(FP), pruning by monotonicity (MP), and sorted pruning by monotonicity (SMP), where we order
the hyper-parameters accordingly. Pruning by monotonicity is lossless and thus, does not impact
accuracy, while still reducing the number of evaluated pipelines up to 2x. However, this pruning is
strongly data-dependent (e.g., Titanic vs. Movie) and applies only to a subset of primitives.

Task-parallel Plans: Saga leverages local and distributed execution plans. Figure 10(a) compares
the execution time of the following task-parallel plans, using the EEG dataset with replication
factor 5 and approximately 10,000 physical pipelines.

• No Parallelism (NP): Single-threaded ops, and for-loops,
• Operator Parallelism (OP): Multi-threaded ops, and for-loops,
• Nested Full Parallelism (NFP): Nested-parallel, multi-threaded pipeline enum and ops,
• Flatten Parallelism (Flat): Flattened-parallel multi-threaded pipeline enum and ops
• Nested Full Parallelism Remote (NFP-R): Distributed NFP, and
• Flatten Parallelism Remote (Flat-R): Distributed Flat.

For local, single-node computation on the driver (16 physical/32 virtual cores), flattened, multi-
threaded ParFor loops (Flat) yield improvements of 21x over NP, 6x over OP, and 2x over NFP. This
characteristic is due to fewer synchronization barriers and better CPU utilization. Furthermore,
for distributed computation on the 1+6 node cluster (32+192 virtual cores), flattened, distributed
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Table 9. Baseline Runtime Comparison (Saga in single node).

Dataset BoostClean HoloClean Raha-Baran Learn2Clean Saga

Animal 262 s TO 33,484 s NA 885 s
EEG 296 s 567 s 1,715 s 38 s 843 s
Movie 1,529 s 1,923 s 10,414 s 22 621 s

Nashville 41,658 s OOM TO 1118 s 5,961 s
Puma 39 s 404 s 8,535 s 19 s 210 s
Titanic 444 s 304 s 1,500 s 19 s 436 s
Cancer∗ NA 996 s 918 s 13 s 294
Housing∗ NA TO 2,100 s 19 s 1,691 s

ParFor loops (Flat-R) yield improvements of 189x, 148x, and 13x over NP, OP and NFP. Due to fewer
distributed jobs and a larger degree of parallelism, Flat-R further yields a 5x over NFP-R.
Data-parallel Plans:We further validate Saga’s scalability on large datasets, which are up to

205x larger than reported by prior work. Once an operationwith its in/outputs exceeds local memory
(here, 70GB driver), we compile data-parallel plans. We scale EEG to sizes in [37GB, 147GB], and
measure the runtime of cleaning pipelines and model training/testing (Figure 10(b)).

pipeline1: undersample, scale, winsorize, imputeByMean
pipeline2: imputeByFd, winsorize, outlierBySd, imputeByMean
pipeline3: forward_fill scale winsorize imputeByMean SMOTE
pipeline4: imputeByMean, winsorize, scale
pipeline5: mice, scale, winsorize

In these experiments, the min/max accuracies per pipeline did not vary much with increasing
datasize due to replication. However, data-parallel plans ensure scalability if needed (for unknown
datasets with many features); otherwise, Saga also provides a sampling option, and techniques for
estimating appropriate sampling fractions exist [72].
Baseline Comparisons: Finally, Table 9 shows the execution time for all baselines tools and

datasets (see Table 5), where we run Saga only with local, multi-threaded enumeration (Flat) and
pruning. BoostClean and Learn2Clean show good runtime performance, but mixed accuracy. The
most comparable approach to Saga is Raha-Baran, which also applies multiple error detection and
correction strategies without dropping train and test data. Even with multi-threaded enumeration,
Saga already shows runtime improvements of more than an order of magnitude on some datasets
(e.g., Animal, Movie, Puma), and generally very robust performance characteristics. Nashville is
a challenging dataset with 212,000 rows and 22 features, where HoloClean runs out of memory,
Raha-Baran runs into timeouts, BoostClean takes 11.5 hours, while Saga takes <1.7 hours.

7 ADDITIONAL RELATEDWORK

Optimizing data cleaning pipelines for ML applications is related to the areas of data validation,
ML-based data cleaning, data cleaning for ML, pipeline enumeration, and AutoML tools.

Data Validation: The validation of training and serving data focuses on both exploratory model
training and production ML pipelines. Common strategies include checking descriptive statistics,
histograms of continuous and categorical values, as well as the number of distinct and existing
values for expected shapes [78]. Schelter et al. introduced a UDF library of constraints and metrics
for quality checks, computed via distributed Spark operations and incremental maintenance [89].
Similarly, Google’s TFX platform [4] offers via TensorFlow Data Validation [15, 20, 34] means
for schema validation, statistics, validation checks, and anomaly detection. Recent work includes
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model assertions [51], validation via unit tests in Deequ [88] and ease.ml/ci [52, 84], as well as tests
for model robustness against data corruptions in Jenga [91] and expected prediction quality [90].
BigDancing [54] performs rule-based data validation and repairs on distributed data, as well as
compiles efficient runtime plans with scan sharing and other data access optimizations. In contrast,
Saga automatically optimizes complex data cleaning pipelines—while optionally leveraging user-
provided constraints—for minimizing the loss of a target ML application.
ML-based Data Cleaning:Machine learning is widely used to improve the effectiveness and

efficiency of data cleaning [65, 104, 105] by detecting errors and predicting repairs. The Holo-
Clean [83] and HoloDetect [44] systems combine qualitative and quantitative repair signals in a
statistical model. However, these systems require manual hyper-parameter optimization and follow
a one-shot aggregation strategy. ActiveClean [58] cleans the training data for an ML application but
rely on the user to specify how to clean and featurize the dataset. Finally, Raha-Baran [63, 64] use a
combination of active learning and clustering to find labels for sampled data clusters and use them
to classify data as dirty or clean. Saga yields robust accuracy improvements over these baselines,
and is implemented in linear algebra to seamlessly integrate ML-based cleaning primitives, ML
applications, and hyper-parameter tuning.

Data Cleaning for ML: Recent work [11, 68, 107] made a case for "fit-of-purpose" data cleaning,
that is, data cleaning is not an isolated and model-agnostic task. Data that is of high quality for one
purpose may be of low quality for another purpose. Signals from the downstream ML applications
can be used for effective data cleaning for specific use-cases. Systems such as ActiveClean [58],
BoostClean [57], AlphaClean [59], CPClean [53], Learn2Clean [8] already use these signals, but
focus on specific models or types of errors (e.g., missing values). There are also models like XGBoost
that are more robust to missing values because they learn default paths (dedicated sub-trees) for all
tuples that miss split-feature values [23], but cannot handle disguised missing values yet (where
missing values are replaced, for instance, by defaults) [80]. Li et al. conducted a large-scale study on
the impact of a variety of basic data cleaning primitives on the accuracy of ML models [61]. Saga is
a natural extension of this line of work in several dimensions by optimizing data cleaning pipelines
for an extensible set of scalable cleaning primitives (with high-level traits like monotonicity),
different ML models, as well as local and distributed runtime plans.

Pipelines Enumeration: Apart from data cleaning, Saga is also related to the enumeration of
data preparation pipelines in general. Early work focused on optimizing ETL (extract-transform-
load) workflows with similar, but ETL-specific transitions [94], as well as the evaluation of such
workflows under different metrics [95, 96]. Recent work on pipeline enumeration for data prepara-
tion include data augmentation pipelines via reinforcement learning [27], explainable stock market
prediction models via evolutionary algorithms [28], data preparation and model selection [93], as
well as feature selection for algorithmic fairness [87]. Saga shares similar ideas of evolutionary
pipeline enumeration and physical/logical pipeline tuning, but focuses on cleaning primitives,
dedicated pruning techniques, as well as local and distributed evaluation.
AutoML Systems: Optimizing data cleaning pipelines—with respect to model performance

on a validation set—is also closely connected to AutoML. Although existing systems like Auto-
WEKA [56, 101], Auto-sklearn [37], BOHB [35], TuPAQ [97], TPOT [71], Alpine Meadow [93]
and DeepLine [43] also include basic data preparation steps, they focus primarily on model and
feature selection as well as hyper-parameter tuning for non-ML-experts [5, 10, 62]. Common
techniques aremulti-armed bandits formodel selection [17, 60, 97], Bayesian Optimization for hyper-
parameter tuning [16, 37, 56, 101], evolutionary algorithms [71], and hierarchical enumeration
[71, 93]. Recently, most cloud providers also offer dedicated AutoML services [38, 109]. Furthermore,
neural architecture search [49, 75, 110] also leverages evolutionary algorithms for constructing new
network architectures from building blocks under multiple objectives (e.g., accuracy and runtime).
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In Saga, we leverage similar ideas for evolutionary algorithms and hyper-parameter tuning with a
specific focus on data cleaning pipelines.

8 CONCLUSIONS

We introduced Saga, a framework for finding effective data cleaning pipelines for downstream
ML applications. We utilize an evolutionary algorithm that incrementally refines logical pipelines,
and Hyperband for tuning physical pipelines with their parameters. Compared to state-of-the-art,
we see robust accuracy improvements with good generalization. A combination of multi-level
enumeration, pruning, and parallelization also yields efficient and scalable runtime behavior.
We draw two major conclusions. First, a simple and clean adoption of ideas from evolutionary
algorithms and hyper-parameter tuning is able to automate the mechanical aspects of finding
good data cleaning pipelines, while providing extensibility for different ML applications, cleaning
primitives, and manual refinements. Second, implementing this cleaning framework in linear
algebra on top of ML systems yields a seamless integration with ML-based cleaning primitives,
and leverages the infrastructure for optimizing and executing linear algebra programs. Further
interesting future work includes dedicated data-parallel execution strategies and HW acceleration;
the integration with Auto-ML tools; and data cleaning for nested and multi-modal data.
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