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Announcements / Org ﬂs

A #1 Hybrid & Video Recording
A Hybrid lectures (irperson, zoom) with optional attendance
https://tu -berlin.zoom.us/j/9529634787?pwd=R1ZsN1M3SC9BOU10cFdmem9zT202UT09
A Zoomvideo recordingslinks from website
https://mboehm7.qgithub.ioteachingss23 amis/index.htm Z00Mm

A #2 Virtual Lectures June 22
A Thu, June 29, 6.30p8.30pmdue to BMBF visit at BIFOLD
A Virtual lecture and videaecording

A #3 Project/Exercise Submission
A Original Deadlineuly 44 24h before individual exam slot
A Pull requestsystemD®APHNE); ISIS submission or email (for TU Graz students)
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https://tu-berlin.zoom.us/j/9529634787?pwd=R1ZsN1M3SC9BOU1OcFdmem9zT202UT09
https://mboehm7.github.io/teaching/ss23_amls/index.htm

Recap: The Data Science Lifecycle
(aka KDD Process, aka CRI3W)

Data
Scientist

.

Data Integration Model Selection Validate & Debug
Data Cleaning Training Deployment
Data Preparation Hyperparameters Scoring & Feedbac

|

Exploratory Process

a (experimentation, refinements, ML pipelines)
Data/SW DevOps
Engineer Engineer
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Agenda

A Data Augmentation
A Model Selection Techniques

A Model Management & Provenance
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Data Augmentation
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Motivation and Basic Data Augmentation ﬂs

A Motivation Data Augmentation [AlexKrizhevskyllyaSutskeverGeoffrey E.[ ——
A Complex ML models / deep NNs need lots of Hinton: ImageNet Classification with Dealp
Convolutional Neural NetworkslIPS 201p| =~

labeled data to avoid overfittinG expensive

, o _ AlexNefl(see Section 4.1)
A Augment training data byynthetically generated labeled data

A Translations & Reflections
A Random 224x224 patches and their
reflections (from 256x256 images
with known label9
A Increased data bg048x
A Test: corner/center patches
+ reflectionsA prediction

A Alternating Intensities
A Intuition: object identity is invariant to illumination and color intensity
A PCA on datase} add eigenvalues times a random variable N(0,0.1)
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Basic Data Augmentation

A Scaling and Normalization
A Standardization: subtract pehannel global pixel means
A Normalization: normalized to rangel[1] (see mirmax)

A General Principles
A #1: Movement/selection (translation, rotation, reflection, cropping)
A #2: Distortions (stretching, shearing, lens distortions, colmixupof images)
A In many different combination€ often trial & error / domain expertise

A Excursus: Reducing Training Time
A Transfer learningUse pretrained model on ImageNet;
freeze lower NN layers, fiAeine last layers w/ domakspecific data
A Multi-scale learningUse cropping and scaling

. i ) [KarenSimonyan Andrew Zisserman: Very
to train 256 x 256 model as starting point for a DeepConvolutional Networks for Large
more computeintensive 384x384 model Scale Image RecognitidCLR 2015
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Basic Data Augmentation, cont.

A Distortions
A Translations, rotations, skewing
A Compute for every pixel a new target
location via rand displacement fields)

[Patrice Y. Simard, David Steinkraus, John
C. Platt: Best Practices for Convolutional
Neural Networks Applied to Visual
Document AnalysisCDAR 2003

A Cutout ,
A Randomly masking out square regions of input images |
A Size more important than shape

[Terrance Devries, Graham W. Taylor:
Improved Regularization of Convolutional
Neural Networks with CutouCoRR2017
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Domain Randomization

1 /]

A Training on Simulated Images
A Random rendering of objects with namalistic textures
A Large variability for generalization to real world objects

[Josh Tobin et al.: Domain randomization for
transferring deep neural networks from
simulation to the real worldROS 201]7

A Pre-Training on Simulated Images
A Random 3D objects and flying distractors
w/ random textures
A Random lights and rendered onto
random background

~_| [Jonathan Tremblay et al.: Training Deep Networks
| With Synthetic Data: Bridging the Reality Gap by
Domain Randomizatiol€VPR Workshops 20]L8
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Learning Data Augmentation Policies

A AutoAugment
A Search space of DA policies
A Goal:Find best augmentation polic{e.g., via
reinforcement learning, evolutionary algorithms)
A #1:Image processing functions
(translation, rotation, color normalization)
A #2: Probabilities of applying these functions

A Data Augmentation GAN (DAGAN)
A Imageconditional generative model for
creating withinrclass images from inputs
A No need for known invariants

[AntreasAntoniou, Amos Jtorkey Harrison Edwards:
Augmenting Image Classifiers Using Data Augmentation
Generative Adversarial Netword€ANN 201B

[EkinDogusCubuk BarretZoph Dandelion——
Mang VijayVasudevanQuocV. Le:|
AutoAugment Learning Augmentation Policies
from Data.CVPR 2019

C New stateof-the
art top-1 erroron
ImageNet and CIFAR10
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- [Alex RatnerParomaVarma, Braden Hancoc
Weak SuperVISlon ChrisRé and others: Weak Supervision: A New
Programming Paradigm for Machine Learning,

ai.stanford.edu/blog/wealsupervision/ 2019]

A Heuristically Generated Training Data
A Hand labeling expensive and time consuming, but abundant unlabeled data

A Changing labeling guidelines

x . . ini ?
& labeling heuristics How to get more Ia_laaled fcrammg datar

o
-,
e
e
g
.
—

& a - ——
Traditional Supervision: Semi-supervised Learning: Weak Supervision: Get Transfer Learning: Use
Have subject matter Use structural assumptions lower-guality labels more models already trained
experts (SMEs) hand-label to automatically leverage efficiently and/or at a on a different task
more training data unlabeled data higher abstraction level
L ] T
Too expensive! _— T~
Active Learning: f‘*’f | H"'x,__ ¥
Estimate which points - . , ! - . )
Get cheaper, lower-quality Get higher-level supervision Use one or more (noisy /
are "l"“ 1 o l'l‘i ble to labels from non-experts  over unlabeled data from SMEs  biosed) pre-trained models
solicit labels fo ff’f:;j;;:fil“w-{:_%{::hm to provide supervision
W | R basic data

Distant Expected

Heuristics Supervision Constraints distributions Invariances au g me ntatl on
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Weak Supervision, cont.

(coverage';, accuracy ;)
A Data Programming

Overview
[Alexander J. Ratner, Christopher De Sa, Sen Wu, [ParomaVarma, ChristophelRe Snuba
DanielSelsam ChristopheiRé Data Programming: Automating Weak Supervision to Label
Creating Large Training Sets, Quidkl2S 201p Training DataPVLDB 2018
[Alexander Ratner, Stephen H. Bach, Henry R. [Stephen H. Bach, Daniel RodriguéintaoLiu, Chong LudjaidongShao,
Ehrenberg, Jason Alan Fries, Sen Wu, Christopher Cassandra Xi&ouvikSen, Alexander Ratner, Braden HanceétdmanAlborzj
Ré Snorkel:Rapid Training Data Creation with RahulKuchhal ChristopheiRé Rob MalkinSnorkelDryBelt A Case Study in
Weak SupervisiorPVLDB 2017 Deploying Weak Supervision at Industrial Scal&MOD 201]9
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